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You Snooze, You Win: the PhysioNet/Computing in Cardiology Challenge 2018

Clinical Feature Training Test
Sample size 989
Age 35(14.4) 55(14.3) 35 (14.4)
Gender (% male) 63
Time spent in sleep stage (%)
Wake 29.3 28.0 31.0
NREM 1 19.5 19.6 19.0
NREM 2 51.3 51.0 51.7
NREM 3 13.8 140 13.8
REM 15.3 155 152
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~f bbi cal(sleep stage, 1):

ecg to cal = sleep stage[i]
ecg biosppy out = bilosppy.signals.ecg.ec __dict .get('fs’))
ts rpeaks = ecg biosppy out. dict .get

bbi = (ts rpeaks-np.roll(ts rpeaks, 1))[1:]*1e00
bbi list = bbi.tolist()

for j in bbi list:
if j>2500:
bbi list.remove(j)

bbi=np.array(bbi list)

return bbi
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def hrv_cal(bbi):
sdnn = []
rmssd = []
pnn5@ = []
ht =[]

for k in range(@, len(bbi), 60):
if k + 60 <= len(bbi):
group bbi = bbi[k:k+60]

else:
group bbi = bbifk:]

sdnn.append(td.sdnn(nni=group bbi)[ "sdnn’])

rmssd.append(td.rmssd(nni=group bbi)[ 'rmssd’])

nn50@ res = td.nn50(nni=group bbi)
pnn5@.append(nn5@ res| ‘pnnse’])

freq results = fd.welch psd(nni=group bbi)
ht.append(freq results|[ fft norm’][1])

sdnn, rmssd, pnn58, hf = np.array(sdnn), np.array(rmssd), np.array(pnn5e), np.array(hf)

print(len(sdnn), len(rmssd), len(pnn5@), len(hf))

return sdnn, rmssd, pnn50, hf
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\’I’ﬁ = _ .
E\ /J SN z_scores_sdnn = np.abs(stats.zscore(sdnn_train))

z _scores_rmssd = np.abs(stats.zscore(rmssd _train))
z scores_hf = np.abs(stats.zscore(hf_train))
z_scores_pnn50 = np.abs(stats.zscore(pnn50_train))

z scores_sdnn = np.abs(stats.zscore(sdnn_test))
zZ scores_rmssd = np.abs(stats.zscore(rmssd_test))
z scores hf = np.abs(stats.zscore(hf test))
Z_scores_pnn50 = np.abs(stats.zscore(pnn50 test))

threshold = 1
threshold2 = 2

train_data no outliers = train _data[(z_scores sdnn < threshold) & \

ﬁ;ﬁﬁ-ﬁ’féﬁlg%}lﬂ; (z_scores_rmssd < threshold) & \

(z_scores _hf < threshold2) & \
tl‘ﬂil'l_datﬂ = 116893 (z_scores_pnn50 < threshold2)]
X train = 10933

test _data no outliers = test data[(z_scores_sdnn < threshold) & \
(z_scores_rmssd < threshold) & \
(z_scores_hf < threshold2) & \
(z_scores_pnn50 < threshold2)]

test _data = 2862
X test = 2463
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Preprocessing

scaler = StandardScaler()
X_scaled scaler.fit_transform(X)

X_scaled = pd.core.frame.DataFrame(X_scaled)
X_scaled

Python

0 1
-0.051795 -0.105256
0.323686 0.336965
0.138980 0.176493
-0.156231 -0.108625

9 H% ﬁ %l-(il *% SE 1 t ?é -0‘05345-(-)- -0,09501-(-)-

11251 0.184858 0.225799

I8 Spd.Dataframefg I, e cem

11254 0598277 0.765607
11255 0.856080 1.079740

11256 rows x 2 columns
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from sklearn.metrics import classification_report, confusion_matrix

print(confusion_matrix(y_test,y pred))

print('\n")
print(classification_report(y_test,y_pred))

precision

.08
.08
.52
.24
.08

accuracy
macro avg
weighted avg
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recall fl-score

.ee
.88
.99
.82
.8e

.ee
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support

230
230
1161
385
246

2252
2252
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Feature Correlation Matrix

age

age * gender * sdnn ~ rmssd :
- F/RBUE S I THE 4

gender M

sdnn
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age gender M sdnn mMmssd



PRI

BEAIREEES ¢ 0.2614660917287338
precision recall fl1l-score support

N
N
/)58

i Z-Score {{ERE

AIRERES A - 9.2676332288401254
precision recall fl1l-score support

.17 .15 .16 312
.12 .16 .14 297
.52 .36 .42 1324
.08 .12 .10 344
.13 .20 .15 274

.17 .17 .17 313
.12 .16 .14 pAY
.53 .37 .44 1324
.09 .13 .10 344
.12 .17 .14 274

accuracy .26 2551
macro avg - - .19 2551
weighted avg . . .29 2551

accuracy .27 2552
macro avg - - .20 2552
weighted avg . . .29 2552
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Feature Correlation Matrix

-0.078

age

#118 pnn50 ~ hf Fifl:
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-0.0659

gender_M

sdnn

-0.078

mssd

pnn50

-0.069

hf
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Z-Score fiERIEE

Y

BEANEMEELS ¢ 0.7368421052631579
precision recall fl-score support

BRI EREE S ¢ 0.7649769585253456
precision recall fl1l-score support

.81 .52 .63 417
.76 .84 .80 434
.87 .77 .82 1650
.48 .78 .60 334
.52 .67 .59 300

.73 .50 .60 331
.72 .84 .77 371
.89 .80 .85 1394
.47 .82 .60 272
.80 .72 .76 236

accuracy .74 3135
macro avg - - .69 3135
weighted avg . . .74 3135

accuracy .76 2604
macro avg - - 7 | 2604
weighted avg . . .77 2604
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Your Age

22

Your Gender

Male

Your HRV File
EZEERE hrv_data.csv

Example block-level help text here.

Submit
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Analysis Result

Your Sleep Quality

Well done! You have a high-quality sleep!

Your Exercise Level

You need to do more exercise!!




04 iz

-
MXEi—
24/ [NES S TR L B L 5%
DO R B He I M Bl B
\_

BORBEM (HRV) 58 REaT 25 RELAN

R

HYEE

\l

\\\n

e o EfESL T RS0

TR E RN ER TR A R

—IGE

H o ZE YA W {E R

BEAHERK

ZHIR
= -

Jas

All ©

. 5
"’—-‘

-
<

\_

prand
(TrHe
Y1

M —

S R A A

RS2 a Y DR
k£

=1

/

BT 101 2R
52 LMY 24 /NEF0E
FeFiRAME R HRV B

LAt S

2 E (49 MR

Rk

\) 74

SN AR S R A |

& > BIfELE

FRER TR -

o8



2 $HETT

RN HER EBT JTHES W
(EERER) (N A2

> r Tar e

TR BT RS TR AR ST
(T2 (PM)

AN 14




%o

06 K244 R
04/30 05/31
T s SERE
SR L R R 88




1 #]

’/43 7N

A

JDjangosH 2 &

07 %

i=p:ll

1%

B




7
'
ks!
an

Th

%



