
假新聞判別
機器學系概論第三組
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• Sciki-Learn
• Tensorflow
• Fasttext
• 測試準確度

處理流程
資料來源＆數據處理 模型訓練
• 資料：

fake-and-real-news-
dataset
• 清理資料與合併

• 比較三種機器學習
• 使用訓練好的模型
• 判別是否為假新聞

新聞分類
• Gemini
• 摘要完辨別是否假
新聞

新聞摘要
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SCIKIT-LEARN
資料來源＆數據處理

• 資料：fake-and-real-news-dataset
⚬ Fake.cvs: 23000篇假新聞
⚬ True.cvs: 21000篇真新聞

title text subject date

• 模型訓練只用text
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流程圖
Scikit-learn FasttextTensorflow
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Tockenizer

Shuffle and labeling datasets

training process
test-train split

Predicting result

embeding



LLM
• 目標：討論 LLM 生成新聞摘要（資料庫/網路新聞）後，是否仍能有效識別假新聞
• 方法：

⚬ 資料蒐集與處理：不同來源下的新聞（資料庫/網路新聞）生成摘要
⚬ 輸入摘要至三種分類模型（Scikit-learn、Fasttext、TensorFlow）判別真假新聞
⚬ 結果比較與分析
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結果展示
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https://www.bbc.com/news/election-2017-40209087



結果展示
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https://www.bbc.com/news/world-40215432

心得與障礙排除分享
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• LLM 中文摘要會大幅降低模型預測準確率
⚬ 可能原因：訓練資料以英文為主

• TENSORFLOW 模型表現最佳，正確率達 81.52%，深度學習模型可能能夠
有效掌握新聞摘要的語意與真假訊息間的潛在關聯。

• FASTTEXT 在短文上的預測不如預期


